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SUMMARY

As roadside and iwehicle sensors are deployed under the Connected Vehicle Research
program (formerly known as Vehicle Infrastructure Integration initiativeand
Intellidrive®™), an increasing variety of traffic data is becoming available in real time.
This real time traffic data is shared among vehicles and between vehicles and traffic
management centers through wireless communication. This course of events creates an
oppotunity for mobile computing and online traffic simulations.

However, online traffic simulations require faster than real time running speed
with high simulation resolution, since the purpose of the simulations is to provide
immediate future traffic forexst based on real time traffic data. However, simulating at
high resolution is often too computationally intensive to process a large scale network on
a single processor in real time. To mitigate this limitatioroalime ad hoc distributed
simulation wih optimistic execution is proposed in this study.

The objective of this study is to develop an online traffic simulation system based
on an ad hoc distributed simulation with optimistic execution. In this system, data
collection, processing, and simutais are performed in a distributed fashion. Each
individual simulator models the current traffic conditions of its local vicinity focusing
only on its area of interest, without modeling other less relevant areas. Collectively, a
central servecoordinate the overall simulations with an optimistic execution technique
and provides a predictive model of traffic conditions in large areas by combining
simulations geographically spread over large areas. This distributed approach increases

computing capacity fothe entire system and speed of execution. The proposed model

XV



manages the distributed network, synchronizes the predictions among simulators, and
resolves simulation output conflicts. Proper feedback allows each simulator to have
accurate input data arelentually produce predictions close to reality. Such a system
could provide both more up-date and robust predictions than that offered by
centralized simulations within a single transportation management center. As these
systems evolve, the onlingaffic predictions can be used in surface transportation

management and travelers will benefit from more accurate and reliable traffic forecast.
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CHAPTER 1 INTRODUCTION

1.1 Background

While demands on transportation system continue to gresources taddress these
demands are becoming increasing scar&ecording to statistics from the U.S. Census
Bureau, FWHA, and the Texas Transportation Institute, the number of vehicles in the
United States has increased more than 50% and the vehicle milesdraaedelmost
doubled from 198to 20101, 2]. While there are more vehicles in the system and many
more miles being driven, the total highway lane miles during this same time period have
increased only.5% (Figurel). This prolonged fiture of highway construction to match
increasing travel demands has resulted in increasing traffic congestion. The delay per
each traveler has increased more than 160 percent over the past 25 years and the
congestion cost has reachedl$ per each travelr in 2010from $301in 198 [3]. To

help address these issues increasing esiphis being placed on retime system
efficiency. However, to actively manage transportation operations, capacity, etc., it is
necessary to know the current and likely near term state of the system. Unfortunately, a
significant challenge faced today a lack of detailed knowledge of the current real time
state of the roadway network, particularly off the freeway systém.online ad hoc
distributed simulation approach is proposed to address this lack of current and near term
knowledge. Throughhis distributed and adaptiv@pproachtransportation infrastructure

may be provided the information necessary aatomatically reconfigure itself to



maximize efficiency minimize the effects of unexpected everstisch aslocalized

incidents andprovide neardgrm system performance predications.
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Figure 1 VMT vs. Highway Lane Miles[1, 2]

Recent advancements in sensor, mobile computing, and wireless communication
technologiesoffer new opportunities to address the neéals real time information
required toimprove system efficiencies. These technolodiase contributed tdhe
integration of vehicles and infrastructure time surface transportation system. New
applications from this integration have been rapidly growing with support from public
and privae sectors In 2002, ITS America in cooperation with the US DOT included the
use of dedicated sherainge communications for ITS safety applicationth@i Nat i on a |
Intelligent Transportation Systems Program Plan: A-Yema r Visiono. I n
FederalCommunications Commission allocated 75 MHz at 5.9 GHz for dedicated short

range infrastructuréo-vehicle and vehicko-vehicle communications. Later during the



2003 ITS World Congress of Madrid, Spaithe US DOT launched the Vehicle
Infrastructure Inegration (VII) initiative [4-9]. The VII Initiative (later renamed
Intellidrive®™ and Connected Vehicle Prografokuses on deploying a communication
infrastiucture for Dedicated Short Range Communications (DSRC) to support, safety
operational, data collection, designdotherapplications. A publigprivate VII Coalition
including AASHTO, state/local agencies, and automotive manufacturers has been formed
andactively participated in the design, testing, and evaluation of a deployable VIl system
for the US.

Under the Vehicle Infrastructure Integration initiativeadside ung (RSU) and
in-vehicle processing unitsollect and process traffic dataVhile in-vehicle processing
units reside inside vehiclemadside ung (RSU)are stationary andeployed through the
transportation system Both RSUand invehicle processing units are equipped with
DSRC wireless technologgnd disseminate traffic data to othenits, which in turn
forward information to other nearlynits This wireless data transmission creates an
opportunity for online simulation applicatiots enhance traffic safety and operations

To date the primary field deployed VII example has b&ewehicle collision
avoidance system§l0, 11] that monitor and model traffi conditionswithin close
proximity of the vehicleenabling the detection and avoidance of hazardous conditions
Such systems tend tonly consider very immediate future traffic conditions, seconds
from current time, allowing for highly accuratepredictons. Other applications
commonly considered includeaffic prediction[12, 13], route planning[14], traffic

managemernitl5, 16|, and signabperation17-19].



However, it is possible to consider a broader application of the integration of VI
and onboard processing capabilities and intelligence. For example, one may envision
vehicle simulation applicationthat model traffic conditionsover a broader, but still
localized area (e.g., the downtown section of a cippusingont he vehi cl eds
interest Detailed real time traffic dataould beutilized as an inputo the in-vehicle
simulationswith the simulation providing localked traffic estimats. Combiningthe
traffic estimats generated from multipleehiclesthroughout the local area and the wider
region provides the potential for more accurate and quick responsive traffic models
Such a system could provide both moretojolate and more robuststimats than that
offered by centralized simulationsvithin a single transportation management center.
Collectively, the aggregabn of in-vehicle simulationsmay be ableto provide a
predictive model of the transportation infragtture and have the ability to automatically

revise forecasts as unexpected events occur.

1.2 Problem Definition

To actively manage arterial transportation operations, it is necessary to know the current
and likely near term state of the system. Unioately, there is a lack of detailed
knowledge of the current and near term state of the roadway network, particularly off the
freeway system.To address the lack of sufficient reémhe network state andear term
future traffic statef arterials,anonline traffic simulation is proposed.

In the envisionedonline traffic simulation data collection, processing,

simulations andestimats are performed in a distributed fashion by roadside wamt$



onboard vehicles A central servecoordinates thewerall simulation with an optimistic
execution technique. Such a distributed approach can decrease communication
bandwidth requirements and increase computing capacity. Communication middleware
would act tomanage the distributed network, synchronizegttmate among irvehicle
simulators, and resolve simulation output conflicts. Proper feedbaald allow each
vehicle to have accurate input data and eventually proestg@ats close to reality. As
these systems evolve, the online trafstimats can be used in surface transportation
management, and travelers will benefit frammore accurate and reliable traffic forecast.

Two significant challenges exiso tsatisfactorily implement the envisioned
system Online traffic simulatios are requiredd have 1) resolution sufficient to enable
the detailedestimatesof traffic conditions on a local street netwaakd 2) fast running
speedfaster than redime) in order to provide sufficiently fast and detailed information.

Simulatiors in the system &e envisioned to be microscopic, that is they model
individual vehicles, allowinghe simulations torealistically represenindividual traffic
characteristics and capture dynamically changing traffic condjtismsh as localized
traffic incidents in thenetwork. Microscopic traffic simulation offerghe high level of
accuracynecessary for online traffiestimats.

With the precision of microscopic simulation come limitatioins terms of
computing loadswhich increases witlmetwork size and number @€hicles simulated.
Simulating at high resolution igften too computationally intensive to process a large
scale networlas a single monolithic model faster thaal time. Simulationperformance
degrades significantly as the netwoske increasesand number of vehicles in the

network increases. Therefore, it is unrealistic to simulate a large traffic netsuotkas



the Metro Atlanta faster than real time othe resources generally available to most
departments of transportation and other publicams.

This potential processing constraint is a significant issue as simulationsunust
faster than real time, since the purpose is to provide drivers shibitterm traffic
forecass based on real time traffiestimate. Execution speetbecomes in@asingly
critical if the applications are to be used for emergency respscsearios[20-23).
Numerous researchers have attempted to addresscHiability probém of microscopic
simulation Parallel and distributed simulation has been considered as one of the
promising solutions to achieve reasonably fastcessing ofarge network microscopic
simulations. In tBseschems, a traffic simulation program is p@ined into multiple
processors and communication middleware is used to coordinate between multiple single
processor machines. The most established idea is that a large network microscopic
simulation can be achieved faster when the network is dividedaiset of sumetworks,
each of which is assigned to a different proceEa@r21, 24].

Although parallel and distributed simulation increases performance and saves
resources in a larggcale computation, it requires simulation time managing presess
synchronize alllogical processs, which often significantly reduces efficiency. Since
neither speed of each processor nor the computationad foa@achprocessoiare the
same, speed of the entire simulation is dependant on the slowest prd@&s28y.

Faster simulators always have to wait for the slowest processorailhplecessors need
to be synchronized with respect to simulation time. This synchronization overhead can

take abundant simulation resources and degrade overall simulation performance.



Despite of these issues,is believed thathe lack of detailed howledge of the
current and likely near term state of the traffic system can be addressed by distributed in
vehicle simulations which provideal timetraffic data processing and traffestimate
with increaseccomputing capacityand lesscommunication andwidth requirements A
distributed approach allows the system to operate in close proximity to real time data,
offering the potential to use more accurate data with shorter response time than
centralized simulationsvithin a single transportation managent center Further, the
redundancy inherent in ad hoc distributed simulations provides more robustness of the
system and the simulations would offer more reliable information regarding traffic states

and futureestimats of the roadway network.

1.3 Regarch Objectives

The goaof this study is to developnaonline ad hodlistributed traffic simulation system

based on optimistic execution. Objectives of this study are as follows;

e Develop adistributed traffic simulation frameworkEach in-vehicle simiation
models asmall portion of theoverall network and provides detailed traffic state
information. Taffic simulationand data processingre performed in a distributed
fashion bymultiple vehicles Each invehicle simulation is designed to run in Irea
time and update itsstimatesvhen it is necessary.

e Integrate communication middleware and traffic simulatigliddleware is necessary

for the dstributed simulationto perform on multiple platforms TRTI, a



communication middleware developed based objectoriented client/server
technology as a parallel effort of other researchers is integrated with traffic
simulation. This integration manages the distributed network to synchronize the
predictions among logical processes.

e Implemen SpaceTime Memory m@mnagement into a transportation simulation
approach A local central servereceives the traffic states from multiplevehicle
simulations. Traffieestimats are not guaranteed to be received in {staenp order,
since invehicles simulations run congently. Also, a traffic state can be projected
by multiple invehicle simulations. A mechanism is needed to coordinate the
transmitted data, combine values into a composite value, and s&padeTime
Memory.

e Create a optimistic (rollbackbased) synalmnization protocal Optimistic execution
inspired by Time Warp can mitigate éhsynchronization problem allowing each
logical process to execute asynchronously. This apprgaokides increased

computing capacityvith atime-synchronizedapproach

The implementation of these four objectives will be referred to asrdine ad

hoc distributedraffic simulation.

1.4 Research Contributions

Transportation impacts every aspect of daily life. For many decades efforts to improve

transportation have been d&ato ensure quality of life and higher standards of living.



However, utilization of real time traffic data into our surface transportation system has
not been fully accomplished. Recent advancements in sensor, mobile computing, and
wireless communicatiotechnologies is creating new opportunities to effectively exploit
real time traffic data. Onboard vehicles collect, process, simulate traffic states
distributed fashiorand alocal transportation management center coordinates the overall
simulation with an optimistic execution techniqueSuch adistributed approach can
provide more ugo-date and robuststimate with decreasg communication bandwidth

requirements and increakeomputing capacity

This research effort is expected to provide th®¥ang contributions:

e Develop adistributed traffic simulation frameworkTraffic simulation and data
processingare performed in a distributed fashion Ioyultiple in-vehicle simulations
which model small portions of the overall network.

e Integration of TRTI (communication middleware) and traffic simulatiobhis
integration manages the distributed network to synchronize the predictions among
logical processes

e Implementation of Spa€Bme Memory management into a transportation simulation
approach The estimates across the multiple logical processes are aggregated,
transferred into composite values and saveSpaceTime Memory.

e Create a optimistic (rollbackbased) synchronization protocoDptimistic execution

inspired by Time Warp can mitigate éhsynchronization problem allowing each



logical process to execute asynchronousiywalidatedestimats are updated quickly
by this mechanism to ensure more robust and relegilmats.

e Demonstration of the feasibility of tlael hoc distributednodel: The performance of
the ad hocdistributed simulatiormodelprovides the feasibility of the modalnder
various steady and nesteady traffic conditions.

e Investigation of the sensitivity of the ad hoc distributed model with different
geographical distributios of LPs and rollback threshotdsThe sensitivity analysis
provides insights into the parameters of the ad hoc appraadhguidance for future
research and field implementations.

e Examination of the performance of the ad hoc distributed simulation undgested
traffic conditions: The congested traffic experimeakaminesthe robustness of the
system andhe likelihood that alargescale implementation of the modiel realt
world settingscould be successful.

e Developmentof a methodology to incorporateaktime field sensor datafhe ad hoc
distributed traffic simulationvorks withthe data feed from the real time field sensor

data and incorporate them in its model.

Finally, this research is anticipated to provide a framework fosrdine ad hoc
distributed simulation which features dynamic collectionfogfcal processemteracting
with each other and with redlme data. The ad hoc distributed simulation with
optimistic execution will be able to capture, process, and incorporate data into simulation

models, and transfer useful information with reasonably fast response time.
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1.5 Dissertation Outline

Following the research introduction in Chapter 1, this research effort is structured as
follows. Chapter 2summarizes the previougehicular ad hoc netork studies and
reviews the parallel and distributed simulation technologies, optimistic execution
methodologies and their related researct@sapter 3 discusses thenning environment

and main process for the development of #ue hoc distributed tr&€ simulation
including functions in global / logical proces€hapter 4evaluateshe ad hoc distributed
simulation with graphical andanalytical methosl Chapter 5exploresthe ad hoc
distributed simulation with different traffic conditions, inclugirsteady traffic state,
volume increase, and incidestenarios Chapter 6 investigatabe sensitivity of the ad

hoc distributed simulation witkifferent geographical logical process distributions and
different level of rollback thresholds.Chapter 7 ramines the ad hoc distributed
simulation model under congested traffic conditions and provides discussions about the
limitation of the proposed approach.Chapter 8 evaluates the ad hoc distributed
simulation model whereal timefield sensor dates avalable allowing for real timestate
estimats of the roadway network Lastly, the summary of findings, research
contributions and future research is describedChapter 9. The remainder of this
dissertation includes Appendix A Server script and AppendiB i Logical process

script.
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CHAPTER 2 LITERATURE REVIEW

In this study, anonline ad hoc distributed traffic simulation is proposed which
incorporates VANET (vehicular ad hoc netwoyk network communication, and
optimistic execution. This chapter debes the previous works on parallel and

distributed simulation, parallel traffic simulaticend optimistic execution.

2.1 Chapter Organization

This chapter begins witan overview of vehicular ad hoc networkSection 2.2.This is
followed in Sectim 2.3by a description oparallel and distributed simulation. Section

2.4 provides the previous application of parallel and distributed simulation in
transportation area. Section 2.5 addresses optimistic execution and its application in

traffic simulaton.

2.2VANET

VANET (Vehicular Ad Hoc Networkyefers to a network created by vehicles equipped

with short range wireless communication technology. Data communication occurs
between vehicles inside their radio range so tiak timetraffic data fromonboard and
roadside sensors can be transmitted to and shared among vehicles and between vehicles

and traffic management center8y utilizing this real timedata transmission various
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online simulation applications have been studied including collisimidance, traffic
prediction, route planning, traffic management, and signal tiiiity 12-19, 29-31].
Research on VANET has been actively conducted worldwide including Europe, Japan
and the United Sta{&2-36).

In Europe several national and European projects have been carried out.
"FleetNet- Internet on the Road" project started in Germany on September 2000 and
ended in 2003. It was founded by a consortium of six companies and three universities.
Its main objective was to develop a wireless ad hoc network for -vwatieicle
communications and it successfully studied and demonstrated the feasibility of ad hoc
networking and vehicular communication based on IEEE 84371

The NOW (Network on Wheels) is the successor of the FleetNet project. It was
founded by several automobile manufacturers in combination with other communication
technology companies in 2004 and supported by Federal Ministry of Education and
Research n Germany. The main objective is to provide technology on the
communication protocols and data security fortoatar communications, in addition to
supporting active safety applications as well as infotainment (informbatisad media
content) applicatins with infrastructure and between vehi¢gg (Figure?2).

The Car2Car Communication Consortium is a-poofit organization initiated by
European vehiclenanufacturers. Its first meeting was held in 2004 and its goal is to
create a European industrial standard for-toarar communication to increase road
traffic safety and efficiency by means of interhicle communicationg-igure3). NOW

is working closely with Car2Car Communication Consortium and the results of NOW

13



project are implemented in standardization activities of the Car2Car Communication

Consortium39].

Active safety scenario Electronic payment

Figure 2 NOW (Network on Wheels)Applications

(source: http://www.network -on-wheels.de/objectives.htm)l

GST (Global System for Telematics) is an-flded integrated project to create
a standardized erm-end architecture for automotive telematics services. GST consists
of seven sulprojects; four technologgriented sulprojects (Open systems,
Certification, Service payment, and Security) and three seovieated sufprojects
(Rescue, Enhanced floag car data, and Safety Channel). Its vision is to provide drivers
and occupants eboard integrated telematics system to access a dynamic online safety,
efficiency and comfortenhancing services wherever they drive in Euld@ig

CVIS (Cooperative Vehle-Infrastructure Systems) is a European research and
development project to design, develop, and test vehicle to vehicle (V2V) and vehicle to

nearby roadside infrastructure (V2I) communications. The consortium consists of 60
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partners including top vetie manufacturers, suppliers, universities, research institutes,
national road administrations, and representative organizations from the European

member stategtl].

AU  Application Unit
GW Gateway
OBU On Board Unit
HS  Hot Spot
RSU Road Side Unit

Infrastructure
Domain

<%

LN
Ad Hoc m —
In-Vehicle ¥ 7 Domain .\ ===x
- Domain;j % ] N

4Ly  |EEE802.41p*
ALy |EEE 802.11a/b/g

4y Other wireless technology
(full coverage)

Figure 3 Car2Car System Architecture

(source: http://www.car -2-car.org/index.php?id=11)

In Japan, ASV (Advanced Safety Vehicle) Promotion Project has been in place
since 1991. Through collaboration between industry, educational institutions, eand th
administration, an Advanced Safety Vehicle (ASV) is designed to collect traffic
information with various onboard sensors and telecommunications systems and provide
safety information based on the information collected. During phase 3 -220&)
applica i ons of Ainfrastructure to <car Commun

communicationo test is 1 n plans for phase
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(ARIB STD-T75 in 2001 and ARIB STE88 in 2004) and Adhoc Network Platform
Consortium has beerstablished including 14 universities and 14 industry memjiziex-s
44).

Connected vehicle prograin the United States known asIntellidrive®™ and
VII (Vehicle Infrastructure Integration)Figure 4). Its research is focused on
technologies and applications that use wireless communications to deliver safety,
mobility, and environmental improvements in surface transportation via an open
communications platform. It supports data transmission gmaicles (V2V) and
between vehicles and roadway infrastructure (V2I) or hand held devices (V2D) to enable
numerous safety and mobility applications. Coalition partners including the U.S.
Department of Transportation, state and local transportation iager@nd nine major

automobile manufacturers have participated in advancing the initjalive

Vehicle Status Data E-Payment I Real-Time Travel Info
E Service > po—
65 mph... Infrastructure
...brakes on.... Status Data
WO passengers..
Weather Data IntelliDrive Signal Phase & Timing
System Adjusts Real-Time @
Conditions
@
'

A N
B : $ Safety Alerts
Location Transit Status Information and Warnings
Data & . .
@ @ EcoDrive Applications

Figure 4 Intellidrive ™ Future Vision (source: http://www.its.dot.gov/)
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2.3 Parallel and Distributed Simulation

Parallel and distributed simulation refers to technologies that enable a simulation model
to execute on multiple processdets]. Its benefitincludes reduced execution time,
larger model scale, and integration with other simulators. Parallel and distributed
simulatiors can be distinguished lifie geographical distributigrthe composition of the
processors usednd the network to interconreibe processors. While the processors in

a parallel simulation are homogeneous machines and located in close physical proximity,
the processors in distributed simulation are often composed of heterogeneous machines
that may begeographically distributedTable 1). For communication between
processors, parallel simulation uses customized interconnection switches and distributed
simulation utilizes widely accepted telecommunication standards including LAN (Local

Area Network) andVAN (Wide Area Network]45].

Table 1 Parallel and Distributed Computing [45]

Parallel Distributed
Physical Extent Machine room Single building to global
Processors Homogeneous Often heterogeneous
Communication Network Customized switch Commercial LAN or WAN

When a simulation program is distributed over multiple processquarallel and
distributed simulation, a number dfPs (logical processes) execute simulations
concurrently. Irsuch simulationsime stamp ordered processing is not guarant@eh

a sequential execution on a single machine. Errors resulting freof-oudler processing
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are referred as causality errors. ©tibrder execution must be prevented to ensure the
parallel and distributed simulation produces the same results as a sequential execution.
To avoid causality errors, synchronization algorithms gequired which refer to the
coordination of simulation processes in a time stamp order to complete a task. Under the
synchronization algorithmd, Ps execute simulations while obeying a rule known as
Local Causality Constraint (LCC). Two different spingnization approaches have been
proposed to satisfy the local causality constraint, conservative execution and optimistic
execution46-50]. LPsin conservatie synchronization protocols strictly avoid violating
LCC. EachLP only advances when it is safe to proceed after satisfying LCC. However,
optimistic algorithms assume Aoptimistical
LPsto process asynchroaosly. LCC violation can occur, since optimistic execution does
not determine when it is safe to proceed for ddeh Instead, when a causality error is
detected, a mechanism to recover is provided in the optimistic approach. Once a
causality error is etectedsimulation stategrior to the causal violatioare recalled and
the simulation is executed forward from that state, with the LCC violation corrected

The operation of recovering a previous state is known as a rollback and this
recovering processequires state saving and amieéssage. State saving stores state
variablesvaluesprior to an event computation. Two widely used techniques for state
saving are Copy state saving and Incremental state saving. Copy state saving creates an
entire copy bthe modifiable state variables, whereas Incremental state saving records 1)
the address of the state variables that was modified and 2) the value of the state variable
prior to the modification. If a small number of state variables are changed, intaémen

state saving is more efficignteducing the time and memory overheads. However,
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incremental state saving does not perform well when most of the state variables are
modified by each event. Infrequent state saving is an alternative to reduce teadser

by decreasing frequency &P statesaving[51]. When a rollback event happernbe
simulation statebeing rolled back may have sent messageish are not consistent with

the rolled back state. Those messages have smibiilatel or cancelled inthe antk

messaging proce$45].

24 Parallel and Distributed Simulation in Traffic Simulation

Among many possible ways of dividing a large scale simulatioar adifferent
processors, two approaches are popular; 1) task parallelization and 2) domain
decomposition[21, 27]. MITSIM, DynaMIT, and DYNASMART are utilizing a@sk
parallelizationfor faster processinfp2-54] anddifferent modules of a traffic simulation
package (vehicle generation, signal operation, routing, ate.)assigned to different
computersin those models This approach is conceptually straightforward and fairly
insensitive to network bottlenecks. On the other hand, domain decomposition is splitting
a simulation with respect to time or space. For tineeodhposition, the domain is
partitioned into a number of time intervals and each processor is responsible for running
simulation of an assigned time interval. Space decomposition is more popular for traffic
simulation. In this scheme, a simulation netkva divided into multiple sumetworks
and each subetwork is assigned to a different machine.

Several traffic simulation models have implemented this domain decomposition

approach to split computational loads over different computers in order to edastyv
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running speed. The models include Transportation Analysis and Simulation System

(TRANSIMS) [55-57], Advanced Interactive Microscopic Simulator for Urban &on

Urban Networks (AIMSUN)[58, 59|, and ParalleMicroscopic Simulation (Paramics)

[60, 61].

Table 2 Parallel and Distributed Computing in Traffic Simulation

ParallelizationType

ParallelizatiorDetalil

MITSIM

DynaMIT

DYNASMART

TRANSIMS

AIMSUN2

PARAMICS

Task Parallkzation

Task Parallelization

Task Parallelization

Domain Decompositior

Doman Decomposition

Domain Decompositior

MITSIM and traffic management simulato
Master controller is used to synchronize
execution of all modules.

Demand simulator estimates-[ flows.
Supply simulator represents mesoscao
traffic network model.

Different modules are deployed on
distributed computational platform using t
CORBA architecture.

Each CPU is responsible for a differe
geographical area of the simulated region

Network is partitioned into blocks and
layers

Network isdivided into severafegions and
run simultaneously with synchm@ation
algorithm.

TRANSIMS is an agenbased transportation forecast model dmved by Los

Alamos National Laboratory.

It is a miegmulation based model utilizing cellular

automata (CA) approach to simulate secbgesecond movements of every vehicle in a
large metropolitan area. In TRANSIM®Be network can be partitioned inttiles of

similar size and boundary information is exchanged between processors for global
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synchronization[55-57]. AIMSUN2 is a microscopic simulation program ginally
developed as a sequential version, but later parallel computing architectures
AIMSUN2/MT (the multithread parallelized AIMSUN2) were added. For distributed
simulation implementation, a network is divided into layers, blocks, and entities.
AIMSUN simulates each vehicle based on lane changing and car following model at the
level of the entity (section and junction entity) which are updated at every time step.
Entities updated together are grouped into blocks that may be allocated to a sindle threa
Blocks which need to be updated simultaneously by threads are grouped into a layer.
Threads can be executed in parallel by the multiple machines. It was reported that the
parallel AIMSUNZ2 operating on a SUN SPARC station with four processors conhlete
network simulation consisting of 561 sections and 428 junctions 3.5 times faster than its
sequential versio[b8, 59].

PARAMICS (PARAIllel MICroscopic Simulation) is a suite of microscopic traffic
simulation tools. Cameron et 460, 61] implementeddata parallel programming in
Paramics. In their study, multiple simple processors connected in a tightly coupled
network executed the same code while having their own input data (Single Instruction
Multiple Data) Researchers at the National UniversitySingapore[20] divided the
whole network and each sub network was dedicated to a different processor. To maintain
the spatial connectivity between regions simulated separately vehicles were transferred to
the next processor when they cross the network bounddmy.method was implemented
on a hypothetical gridlype network with over 150 sq. km, 500 nodes, 1000 links and 72
signalized intersections. Their results showed speed increase from 1.50 to 2.25 times

when using two processors and from 1.75 to 3.75 tiwlesn using three processors,
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compared with the speed of simulation without parallel execution. Liu gXlhave
developed a distributed modeling framework with do@st networked PCs. Windows
Sockets were used as the communication middleweat@ansfer vehicle information and
synchronize the simulation time between the client controller and server simulators.
Researchers at the University of California, Irvif2z3] developed ParamGrid as a
scalable and schronized framework. They distributed the simulation acrossctust/
personal computers (PCs) connected by local area network (LAN). A large traffic
network was divided into a grid of smaller, rectangularsetfwvorks. Each subetwork

was called a t# and ran on a singlgrocess simulator on a single PC. They developed
methodologies to transfer vehicles across tiles and synchronize the simulation time
globally using CORBA middleware. They found the simulation performance increased
approximately linarly with the number of added low cost processors.

Bononi et al.[25, 26, 62, 63] proposed Mobile Wireless Vehicular Environment
Simulation (MoVES) as a scalable and efficient framework for the parallel and
distributed simulation of vehicular ad hoc networkdoVES was implemented on the
ARTIS (Advanced RTI System) simulation middleware which partially adopted the High
Level Architecture (HLA) standard IEEE 1516 and supported conservative time
management based on twsepped approach. They developed solutions for
communication overhead reduction and computational/communicational load balancing.
Their vehicular model followed a microscopic approach including car following model.
However, lane changing policies were not implemented. Their performance analysis
denonstrated that MoVES had better performance in scalability, efficiency, and

accuracy.
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2.5 Optimistic Execution in Traffic Simulation

In the field of computer science, both conservative execution and optimistic execution
have been weltesearched. Howev, only conservative execution is employed for the
most distributed traffic simulation works, since simulation state saving is not available
and additional overhead computation is not supported for most of commercial traffic
simulation packageslin the iterature reviewed it appears thasearchers at Oak Ridge
National Laboratory made the first attempt at applying optimistic simulation techniques
to parallel vehicular network simulatid64, 65]. They developed a parallel vehicular
traffic simulation model called SCATTERPT, standing for an optimistjgarallel
version of the SCATTER simulation system, to reduce execution fomsimulating
emergency vehicular traffic scenario&.simplified traffic model was used in their work.

For example, the road network was modeled as a graph representing road segments and
intersections. Each road segment was modeled with a few bagwitas (number of

lanes, length of road segment, speed limit, and traffic lights). They considered a constant
time of 1 second as the time required for a vehicle to cross any intersection. They
compared the simulation runtime of OREMS (Oak Ridge Ev@mudlodeling System)

and SCATTEROPT (with one and two processors) on the same 16x16 road network to
demonstrate the absolute speedup of the SCATOEPR. Also, both optimistic and
conservative synchronization techniqgues were tested with different rsindier
processors, three different vehicular networks (64x64, 128x128, and 256x256) and

different simulation parameters (lookahead values). It was observed that optimistic
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synchronization preformed well with increasing network size and decreased amount of
lookahead. For the largest network size (256x256) a speedup of nearly 20 was recorded
with 32 processors. They concluded that in modeling vehicular traffic network, where
the lookahead is not fixed, optimistic synchronization (revewsaputing) provides a

better promise for timely simulation results.

2.6 Summary

This chapter reviewed the previous research regardégcular ad hoc networknd
parallel and distributed simulation technologies associated with vehicular ad hoc
network. Research on VANETds been actively conducted worldwide for various online
simulation applications collision avoidance, traffic prediction, route planning, traffic
management, and signal timingln order to run a large simulation witlast speed,
parallel and distributed miulation has been utilized in transportation are@enerally,
parallel and distributed simulatisaredifferentiatel by the geographical distributigrthe
composition of the processors usemhd the network to interconnect the processors.
Also, two popuar approachedor the synchronizationvere discussedl) conservative
time synchronization and 2) optimistic time synchronization.

In transportation area,rgvious researchefforts to divide a large scale traffic
simulation over different processors che classified into two approache$) task
parallelization and 2) domain decompositiovost of the researelsin traffic simulation
followed the conservative time synchronizatiomdowever, in thisconservative time

synchronizationapproach speed of th entire simulation is dependant on the slowest
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processarsinceall processors need to be synchronized with respect to simulation time.
To evaluate the potential of concurrent simulation run by geographidaityibuted
heterogeneous processdiss dissertatiorproposesn ad hodistributed approach based

on optimistic time synchronization In this optimistic time synchronization approach
geographicallydistributed heterogeneous processars allowed to runconcurrently

while obeying LCC
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CHAPTER 3 AD HOC DISTRIBUTED SIMULATION

MODEL

This study attempts to integrate distributed traffic simulations with wireless technology
and build a data dissemination framework in VANET environmemhis distributed
simulation environment is referred to as @mline ad hoc simulation. The following
sectiors discuss the proposeahnline ad hoc distributed traffic simulation modelln
Chapter 8 it will be seen that this approach may be extended to intrackeeddime field
data driven simulation clienallowing for real time state estimate of the roadway
network.In a field implementation thigeal time field data driven simulatiaient would
be replaced with the streaming detector data

First, theoverall system is represented. Second,piingsicaloperatingplatform
for the modelis described. In this description, etailed information about operating
system, communicational middleware, and traffic simulation model is includéu
communicationprocess and its message structure are demonstraiiedo major
components othe initial algorithmic approach to the ad hoc distributed simulation
global process and logical processe proposedin Section 34 and 35, respectively.
Three main functionef the global process; data aggregation, rollback detectimhanti
messaging are illustrated:hen, aetails about the proposed logical process operation are
explained in four subsections; traffic simulati@stimate state saving and traffic update

when rollback occur.
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3.1 Model Overview

An ad hoc distribigd simulation is a set of interacting online simulations that collectively
predict future states of a physical systeBachLP receives information concerning the
current state of the system from one or more sensors as vestiamteduture system
staes from otherLPs and generatesstimatedfuture states of some portion of the
physical system.For exampleas shown irFigure5, one LP might model some set of
road segments and intersections, receive vehicle flow ratesksrchnrying vehicles into
the region modeled by theP, and predict vehicle flow rates on links carrying vehicles
out of that region. Thé&Ps collectively model the larger transportation system covered

by all the participants.
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Traffic Network
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Figure 5 Ad Hoc Distributed Traffic Simulation
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The region modeled by eatl® is determined by theP itself. In this sense, the
overal/l di stributed simulati bPs Icgenesljast s
specific road segment will be modeleg multiple LPs The stateestimats produced by
the differentLPs must be aggregated, and the aggregated value transmitted ta.®sher
that utilize this state information as input. In the ad hoc distributed simulation approach
the LPsoperate in an gachronous fashion, that isP is not required to operate in time
synchronous lock step with other participatibBs allowing for largely autonomous
operation.

The proposed ad hoc distributed simulation model provittaasportation
network monitoringand near term predicatiarf the systenwhere embedded,Ps are
combined with information servers and simulations running within the roadside
infrastructure. In theproposedimplementation each.P represents a participating
simulator that models the roadwnetwork in the immediate vicinity of thé>. EachLP
publishes projections of nederm future system states, and utilizes projected state
information from otheLPs real timeembedded traffic sensor data, and historical traffic
behavior patternsThis state informatioms saved and managea SpaceTime Memory
inside theserver Based on an approadfspiredby the Time Warp algorithiféd7] the
server aggregates projected state information ftdtg detects rollbacks, and processes
antirmessageswhile traffic simulation,estimate state saving and traffic updatecur in
the logical proceskevel as illustrated ifrigures6.

As seen inFigure 5, the LPs within the transportation network may cover
overlapping areas. This is a distinct difference from conventional distributed simulation

wheresimulated areas are commonly partitioned into-aeerlapping sections, anda
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LP is mapped to each one. An additional characteristic unigae &l hoc distributed
simulation with mobile simulator platforms (e.g.-uehicle simulators) is that the
netwak area modeled byndLP can vary over time, for example, as the vehicle traverses
the network the area that it models may charfgeally, the set of participatingPs may

be dynamic as newPscan join and existinggPsleave during the analysis period.

Data Aggregation -
Rollback Detection Space-Time Memory
Anti-messagin ssse Lngth (e Sped ) __
o Eowirs e~
L] 316 [ 330
Travel Time (sec) £ 08 339
e[ Gk 1] [ 705 i pat i
Server 70 | 111 (700 (" [k | D2
.01 700 | 300 | 480
702 701 | 30 | 50
. ;;5 9 707 |30 [ 500
Gpace—Time Memorg 7wz ] o R
7.06 705 330 500
_ N L 707 _?T_
4 BT yaE 707
i L 5% &
e
L] L

Updated Traffic

Traffic b :
Predictions | | o I?_Informatlon (Rollback)
Communication Middleware
. , TRTI- Traffic Runtime Infrastructure
Logical Logical
Process Process

Traffic Simulation
Traffic Prediction
State Saving
Rollback
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An advantage of the ad hoc distributed simulation approach is that an embedded
distributed simulation operates in close proximity to teal timedata, allowing near
termedimates to be based on detailed,-tqpdate data collected from nearby sensors. In

addition, as mentioned earlier it is anticipated that multiple vehicles will be simulating
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overlapping areas, resulting in significant redundancy, offering the potentigtdater

robustness and resilience to failures.

3.2 Running Environment

The following section discusses the physical operating platform forptbposed
development the communication middleware, and the individual simulation instance

platform (VISSIM®).

3.2.1 Experimental Platform

The model is comprised of one senard multipleLPs (logic processy. EachLP
represents an 4kehicle simulator To provide for realistic testing eadlP uses a
separate laptop computer. All computers are equipped \githmiddleware
communication prograriTRTI: Traffic Runtime Infrastructureand a simulation script
coded in Microsoft Visual .NET languageThe scriptcontrols thetraffic simulation
(VISSIM®) execution (e.g. advancement of time steps, rollback implememtaetc.)
and aggregation of simulation outpwhile the middlewarefacilitates communication
between the server and otHdPs The area modeled bgachLP coversonly a small
portion of theoverall network The simulation results, after some aggregatio be
discussed in a subsequent sectame sent to the server. A detailed architecture of the

model is depicted ifigure?.
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3.2.2 Communication and Communication Middleware

Distributed simulation provides better usability, flexibility, and capability in a large scale
microscopic traffic simulation than centralized simulation. However, it reqanes
objectoriented system with client/server tectowy to handlethe complexity of its
application. This problem can be managed by communication middlewlaich refers

to a layer of software above the operation system API (Application Programming
Interface) between platforms and applications. Middlewans on multiple platforms

and supports standard interfaces and protocols. It provides a higher level building block
than API to manage the complexity and heterogeneity inherent in distributed sj&9ems

63, 66-68]. Several middleware technologies are available for VANET simulation,
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including Windows Sdket (Winsock), Remote Procedure Call (RPC), and Object
Request Broker (ORB) including Distributed Component Object Model (DCOM),
Common Object Request Broker Architecture (CORB#9-72).

High Level Architecture (HLA), a standard (IEEE 1516) is a distributed
simulation architecture developed by the U.S. Department of Defense. It supports
simulation reuse and ensures interoperability between heterogeneousutéidtrib
simulation system platform46, 73, 74]. Communications are available with other
computers regardless of the computing platfs and all communications between the
units of software reuse, called Federates, are accomplished via a distributed middleware
called RTI (RurTime Infrastructure). RTI is a communication module designed to
provide a clean API to application developetsile adhering to the rules to HLA. Each
federate uses its own local copy of RTI software library for communication and manages
global state of communicating federates by 6.

TRTI is utilized asa HLA inspired middleware TRTI has been developed by
Georgia Insitute of Technology research team ardhjploys TCP (Transmission Control
Protocol) and UDP (User Datagram Protocol) as the protocol for communication between
computers. LP initializes TRTI with the network information of the communication
destination (server IP address) and registers the local federate with TRTI through a
message handler function. Once a connection between the server ah® ihe
established, any messages can bestritted using the TRTI API over the existing
connection. In this studylLP to LP communication is not considered, only
communication between server dd is investigated. For eadlP incoming messages

are queued by TRTI in the order in which they ageeived. Microsoft Visual .NET
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application in eacl.P can process the messages by calling the TRTI function to get the
messages from the queue. Apart from communications, TRTI also keeps track of the list
of registered groups by a Federate at the seawer can send rollback messages to
designated.Psregistered to particular groups. For the communication, the Georgia Tech
Local Area Wireless Network (LAWN) is utilized for wireless communication. LAWN

is a campusvide locatarea network.

3.2.3 Traffic Simulation

For the optimistic distributed approaeltraffic simulation modekhouldbe capable of
produang interim simulation data and simulation staeves during runtime Very few
commercial micrecopictraffic simulation models offer these featuregISSIM® is a
commercial simulation package capable of producing simulation resultsigtnde state
saves VISSIM® is a discrete, stochastic, time step based microscopic simulation model.
This behaviotbased multpurpose traffic simulation programas been developed to
model a wide range of traffic conditions including freewasterial] and public transit
operations. In this model all vehicles are modeled individually, based on a psycho
physical driver behavior model developed by Wiedeni@®h The basic assumption of
this model is that a driver can be in one of four driving modes: free driving, approaching,
following, or braking. Access toVISSIM® simulation data and simation states is
available throughthe COM (Component Object Model) interface, which allows
developers to import the objects and propertigeng runtime The VISSIM® COM

interface can be operated through computer languages including Visual Basid, Visua
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C++, and JavaThe sapshot function ivVISSIM® saves and restores current simulation
state. Detalled traffic information is saved in a snapshot file including location, speed,
and acceleration of each vehicle on the netveortk the state of all trafficontrol devices
Throughthe VISSIM® COM interfaceit is possible taun simulations while saving the
simulation state periodically, stop the simulation, and restore one of the saved past states

to resume with different input parametekSSIM® 5.1 is used in this study.

3.3 Data Communication

As stated th@RTI is used for the data exchange including tragBtimate and rollback
messages. The exchange is accomplished based on data packets which are transmitted in
form of radio broadcasts. Detihbout the data are described in the following section.

Also, the following assumptions are made on the platform.

1. Messages are not lost during communication.
2. Messages are received in the order sent.

3. Server and_Pshavesufficientbuffersto handle the message queues.

3.3.1 Data from Server to Logical Process

The ®rver sends a message lt®s on three different occasions; 1) send rollback
information (described below)2) send a message to end the current simulation run, and

3)sendanmesage to start a new simulatibPs run.
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to close the current Ssimulation run and
contents of the messages to end or start a simulation run are very simple, each rollback

messageontains22 characters witthe following traffic information.

AAAABBBBBBCCCCCCDDDEEET 22 character message structure

where: AAAA is therollback logical process ID: dharactes (starting from 0001)
BBBBBB is therollback link number: &haractes
CCCCCCis therollback simulation time: Sharactes (starting from 00001)
DDD is theaverage speed:haractef0.1km/hr) (starting from 000)

EEEis theaverage flow rate per hour per laneharactes (starting from 000)

Each message is sentngthe belowTRTI function call with declaration of the group,

destination P address of logical process), and rollback information.

TRTI_sendMsgToGroupAt(groupP, message(AAAA BBBBBB CCCCCC DDD EEE))

3.3.2 Data from Logical Procesgo Server

On a peiodic basis (every 1 simulation mite in this study) eacl.P collects its traffic
estimate and sends them to the server. Two different delivery methods are considered,
1) sending a separate message for each link and 2) sending one message inclirding all
data. While the first method is very simple and straightforward, it requires numerous
TRTI function calls. On the other hand, the message size in the second method becomes
larger and extra computational loads are necessary to break down the noesbagle

server and LP.  However, less frequent TRTI calls significantly reduce the

communication load resulting in simulation speed increase. Each message starts with a
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logical process ID, run number, and simulation time. Link characteristic, linkn®, a
traffic estimats for each link are followed.Traffic estimats include speed, flow rate,

travel time, delay, and queue lengfhhe gructure of each message is as follows;

All link data in one message

AAAA BBBBBB CCCCC (D EEEEEE FFF GGG HHH 111133 ) é é

where: AAAA is thelogical process ID: 4haractes (starting from 0001)
BBBBBB is therun number: &haractes (starting from 000001)
CCCCCis thesimulation time: Kharactes (starting from 00001)

For every link in the network
D is thelink characteristic: Icharacte1-inbound link, 2outbound link, dnternal link)
EEEEEEis thelink number: 6charactes
FFFis the4 minute average speedcBaractel0.1km/hr) (starting from 000)
GGGis the4 minute average flow rate per hour per laneh&actes (starting from 000)
HHHH is the2 minute average travel timeccharactes (starting from 0000)
Il is the2 minute average delay:.charactes (starting from 0000)
JJJJs the2 minute average queue lengthchiractes (starting from 0000

EachLP delivers a message to the server caltimgfollowing TRTI function with group,

destination P address of server), and message information.

TRTI sendMsgToGr oupAt (group, server, message( AA

3.4 Global Process

As sea in Figure5, the LPs within the transportation network may cover overlapping
areas. #so,the network area modeled bg &P can vary over time, for example, as the

vehicle traverses the network the area that it models may ehaalglitionally, the set of
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participating LPsmay be dynamic as nelPscan join and existinggPs leave during the
analysis period.Therefore, tiis necessary to creasedatabase to stogéobal predicatios

in the $aceTime Memory which is accomplised throu@ the data aggregation
algorithm, demonstrated in this sectiorAlso, as described in Section 2.3, rollback and
antimessaging process is required to managé&paeeTime Memory. Details about the
three Global Process (Servdunctions dataaggregation, rollback detection, and anti

messaging are described3rt.2 thru 3.4.4.

3.4.1 Simulation Time and Wall-clock Time

Before describing the Global Processes, it is necessary to review fundamental
terminologies used in simulations to refdifferent notions oftime. The following
providsdef i nitions of fASi-anwlc &t ,iWhicmar® usedeirothea n d

remainder of the dissertation.

e Simulation Tmeisfian abstraction used by the si

[43].

e Wallclock Timer ef ers to Atime during the execut.

AA Simulation program can us+«lackimeby bt ai n

reading a hardware clocka i nt ai ned by t 8. operating

To better illustrate the differences, suppose a traffic simulation of Metro Atlanta

at traffic management center. At 7:.00AM walbck time, the center is predictirigaffic
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states and its simulation model can run at the speed afild@e simulation time at 1
minutewall-c | ock t i me. T h estimats are available lurgil 7.80AMt er 0 s
simulation time at 7:01AM waltlock time. Owe minute later, at 7:02AM walclock
time, theestimats reach 8:00AM.fRealtimeFact or 6 / ATi me Scal e
defined agshe ratio of the simulation time to the time of the real proees9 in this
examplg 20, 45].

Additionally, Asi mulation executions wh
bywallc | ock ti meo areat irneef eex eduttioonads afind si mi
this rule -ar emmecal My.trathiocasefbR etailme FATtLI me 0 /

Scale Factoro is 1.

3.4.2 Data Aggregation

Ad hoc distributed simulation is a collection of logical procedseg LP,, LP;, €& ., LP
which share a global stat& that contains object instanc€s, G,, G, € m, Thes
global object instances are savedpaceTime Memory STM) inside the serveffigure

7), and synchronized in an optimistic fashion. All ti@ations described in this study

are summarized imable3.

OncelLP; publishesLP}? which denotes local statstimate of LP; on link j at
simulation timek to the server(m; data type ando; link type), the estimats are
transferredrom LP; to the message queue located inside the server. The message queue

contains traffic data of different links at different simulation times from multiplein

the order of time when the message is receivBae server processes messdgem the
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message queue in FIFO (first in first out) order by koalobal transition function

{f ()}. This function converts the local stastimate LP"? to global variables. In

other words,

gir,r}y?k = f(LPi,nj]f
where, g/}, represert global variables on link at simulation timek generated by.P;

with m as data typandp as link type

When the server receives any data fraf, the compositionfunction C (*)

aggregates the values gf'}, into one global instanc&, . Specifically,

G\ =C (97}%)

For example, global state instances;>"**, G>P**, G/\&™™ G ¥, and

GReUee™ can be calculated based on the segdf,.

Z g FlowRatgnternal
i,j.k

GFIowRaU_ i
ik -

n

where, n represents alvailable number ofstimats g/ 5"**"“" of link j as an

internal link at simulation timé&.
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Table 3 Local and Global Process Notation Summary

Symbol Description

LP i th Logical Process

Local estimateof LP; on link j at simulation timek with data type
LR m (flow, speed, travel time, delay, or queue length) and link py,
(inbound, internal, or outbound)

Global variable genated by LP; on link j at simulation timek
gk with data typem (flow, speed, travel time, delay, or queue lenc
and link typep (inbound, internal, or outbound)

Global stateG on link j at simulation timek with data typem

G ;
ik (flow, speed, travel time, delay, or queue length)

Global stateG (based onestimats from LP) on link j at
G simulation timek at wallclock timel with data typem (flow,
speed, travel time, delay, or queue length)

RollbackTiesholc Rollback thresholdFlow rate)

SpeedThrbsld Speed threshold

It is noted that in the calculation of global state instances that only datd.Rom
internal simulation links is utilizedlnbound and outbound link dataexcluded fronthe
aggregationprocessas they maypoorly represent the actual traffic conditions. For
example,inbound linktraffic performancetravel time, delayand queue length) may not
be accurately modeledsthe vehicle arrival headwaydistribution at the entrpoint of
inbound linkmay differ from the real traffic patteron the link For exampleentry link
data will not reflect platoon characterigtiof arriving vehicles due to upstream
intersectios not reflected in the modeMhen considering outboundks t is noted that

vehiclesmayexit the outbound link regardless tbe actual traffic conditions of the link.
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For instancewhen traffic constraints outside the boundaries oflLfResimulation result

in a spillback of congestion into the region beimgdeledthis spillback will not be
reflected in the model As they have ndknowledge of downstream traffic condition,
vehicles orthe LP simulationmay exit the link at free flow speed, providing inaccurate
traffic estimats. As discussed latetp addres his situation,outbound linkspeed is
controlled to meter the outflow rate from th® simulation model Thus, upstream
internal link behavior will reflect the spillback due adottleneck outside the moeel
area however the outbound link itself being artificially manipulatedto capture this
impact, resulting in its data not being suitable for the global aggregalimre details

are discussed ilater sectionon how to represent these intermitted capacity bottlenecks

on outbound linkandthelink speed selection process to meter vehicles.

The server keeps track of all availaktimate. G|, , representglobal stateon

link j at simulation timek at wallclock timel with data typem. Two attributes of the ad
hoc distriuted systenmestimateare considered) length of prediction horizon, that is,
how far in advance of the current walbck time the system providestimatesand 2)

how accurate thestimatesare at specific prediction horizon, i.e. how accurate is the
esimate. For example, the following analysis would be availabBippose ta7:00AM
wall-clock time the system was able to predict until 7:30AM simulation time and its
estimatesregarding 10minute period betweerv:20AM simulation timeand 7:30AM
simulationtime overestimatedy 15%. However, af7:10AM wall-clock timewith more
updated informatiorthe system was able tprovide the same time periodstimates

(7:20AM-7:30AM simulation timé with better accuracy (5% difference) Further
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comparisons betwee@[,, andthe actualtraffic statewill be conducted to quarfyi the
S y s t estimatecapabilityin Chapter8.

Lastly, globatto-local transition functior f _1(-)} is called when any.Ps need
to rollback in order to revisés estimateswith updated information. Thigunction

{f _1(-)} conversthe global object instances to local state, i.e.

LR™ = f " (GM)

Whenever this function is calle&G[,, , aggregated value fronhé estimate of
theLPsonlink j atsimulation timek, is converted to the local instanioce LP; . Then

LR is utilized as new input to revise istimats.

3.4.3 Rollback Detection

When the server receivesstimate from logical proces&P; it determines whether a

rollback should be triggered for ankPs based on rollback detection function

Rollback() . The rollback detection function compares the flow estitmate of each

LP with the corresponding global instancesthe Spac&ime Memoryand decides
which LP needs to renew itsstimats. SincelLPs model their owmetwork portions of
interest and their model networks overlap, each link can be simulated by muRple
Also, the link can be an inbound, outbound, or internal link depending on the network

configuration of eachP.
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Consider linkj, a link which someLPs have as an inbound link, some as an

outbound link, and some as an internal link of their own netwaonklatiors. Whenever

there is an update on the global instar@e, in the Spacelime Memory the server
checks the difference bewveen GE{?WRE’“‘ and estimats on link j as boundary links

(inbound link or outbound link)for the individual LPs that is g/ j3"**“">*" or

FlowRat®utbount

(i . If the difference is greater than a given threshR@llback Treshold,

then theestimats of the correspondingP are considered invalid and a rollback is issued
from the server

ConsiderLPs which have linkj as an outbound link. They only modile
upstream area of link not including downstream area of lipkn their network. Since
link | is the end link of the network, vehicles on linkxit the network at &e flow speed
unless there ianoutflow constraint. In this case, thenay not have a gooestimateon
link j whenthe downstream traffic condition outside the boundaries results in a spillback
of congestion into the network being modeled. Thistraffic condition onlink j needs
to be adjusted to reflect thapillback traffic condition On the other hand,Ps which
have linkj as an inbound link and generate vehicles at adptermined flow rate may
not represent traffic condition well when a sudadange in incoming traffic is predicted

outside of the network boundaries. In this ¢cageut rateon link j is adjusted based on

G 2" which is included in rollback messages sent from the server

When thesimulation timek is far alead from the current watllock time

G """ is calculated fromthe LP estimats which are available in the Spaéme

Memory at the time period when the server cheG{§°WRat‘. Therefore, it is expected

43



that rollback stastics wouldvary dependingon how manyLPs are contributing to the
aggregated global values. The numberLBt contributing to the aggregated global
values isdetermined bygeographical distributions dfP locations. The impact of the

geographical distiutions ofLP locations will be investigated in Chapter 6.

3.4.4 Anti-Messaging

Optimistic synchronization algorithm in aonline ad hoc distributed simulation can
distribute data through allPs and allow independent running bPs Anti-messaging
for invaliding estimatesand synchronizing vali@stimate are essential for reliable data
management anefficient simulation speed To ensure the accuracy tie global
estimats, global instances should baly aggregatedisingcurrently validestimats and
invalid estimats should be removed from tHgpaceTime Memory andits message
gueuein the server

If the server detects rollback df; at simulation timek, it means thestimats
of LP; regarding simulation tim& and thereafter (for examplePik, LPijk+1, LPijk+2,
€ ) are notvalid and should be eliminated. The server removessaiinats of LP; from
the simulation timek and thereafteffrom its SpaceTime Memory (where already
processed data is saved) and the message queue (wledreddmt nofprocessed data

located). After removingstimats of LP;, the server delivers a rollback messageRp

The message contains new state v&ije, simulation time, link number and identity of

the logical process (seection3.3.1).

44



3.5 Logical Process

Optimistic synchronization algorithm in an ad hoc distributed simulation allowsldach

to run independently without time synchronization with oth®s As illustrated in
Figure 6, eachLP smulates its owmetworkof interest publishes its traffiestimats,

saves its simulation states periodically, and updates its simulation when new information

is available. Details about the logical process are described in the following section.

3.5.1 Traffic Simulation

An LP starts its simulation with initial input and updates its input welkenit obtains
updated information from available sources. The sources can be 1) projected state
information from otherLPs through the servein the current ggroach 2) real time
embedded traffic sensor data, or 3) historical traffic behavior patterns.infilitedata
includes traffic flow rate ancverage vehiclespeed of eaclentering link Vehicle
generation time on entering ligks calculatedisingthe irput flow rate and time headway

is uniformly distributed in thigproposed model At each time step, eadlP checks the

next vehicle generation time to decide whether a vehicle needs to be released.

3.5.2 Traffic Estimate

As stated, eachP in anad hocdistributed simulatiomuns independently while sending

estimate to the server at every given time interval. Durig) execution, simulation
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results (flow rate and average speed of vehicles on each link) are recoraquteat
determined time interval (ninute in this study). Then, tHeP aggregates the results
into an averagever alonger time periodndsawesthis to its ownSpaceTime Memory
Aggregaton into a longer time internaprevens rollbacks invoked due tshortflow rate
fluctuations that result from expected variability in a traffic streasuch asflow
fluctuations resulting froman upstream signal.

Regarding the aggregation interval selection, there is no definite regulatibn
this being one aspect requiring further studymalle time intervals can provide more
accurate simulation, sincberesponse time to new traffic information would be reduced.
However,the number of rollbacks wouldlso increaseraisng the communication load
andpotentially reducing the simulation spemadshortening therediction horizon.The
solution to this dilemma depends on the objective of the simulationregired
accuracy However, it should be noted that as the time interval becomes smaller than the
cycle length of nearby intersections, mgion in traffic flow become much more
pronounced Therefore, a shorter time interval may result in continuous back and forth
rollbacks between two traffic statefor( example,from state A when upstream light is
green to state B when upstream lightad and then back from state B to state A).

In this study fourminutes ischosen as an aggregation time interva. four
minute aggregation period is consideradfficiently long not to be affected bylocal
signal cyclesvhile captuing flow rate changewithin areasonably small response time.
Also, travel time, delay, and queue length are colleetenty two minutes for each link
inside the network. Alestimats areaggregated into a single messamel sent to the

server every minute (se23.2.). The basic operation insidegical processs shown in
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Figure8. Vehicle generation in the network (left) and the work flow of logical process

(right) are illustrated.

Projected state information
| from other simulators
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—» Vehicle generation LIk e Vgl

Figure 8 Logical Process

3.5.3 Traffic State Saving

While running its simulatioeachLP saves its simulation state in its local storage éaea
local hard disk of eaclaptop computein this study) This allowsLPsto roll back to

any past simulation time which has hemmpleted and restore the traffic state to resume
its simulation with differentraffic input parameters. The simulation sta@vedin its

local storage areeontains information about all vehicles in the network including speed,
acceleration/deceleiiah, and coorhate In VISSIM® the traffic state is saved via
snapshot file (*.SNP). In this study snapshot files are created at every simulation minute

and each file contains simulation time information in its file name. Therefore, traffic
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state at gecific simulation time can be loaded easily when it is necessary. State saving

script is as follows;

If SimulationTime Mod 60 = 0 Then
Simulation.SaveSnapshot(Directory NarSanulationTime ".snp")
End If

3.5.4 Traffic Update - Overview

In the proposedad hoc distributed simulatiomllback process enables the simulation to
adapt tonew traffic statesand update its owastimats if necessary. The traffic update
has two processgas discussed more in the next sectibnupdating downstreastates
based on upstream traffic information and 2) updating upstream traffic conditions
according to downstream states.

Consider twd_Pswhich are simulating the network regions as showmigure9.
LP 1 modelsthe left side of the network (Grey area) al 2 simulates the right part of
the network (Black dotted box). Eati starts its simulation using historicalerage
flow rateas aninitial input. Suppose that while the tvi®s are projecting future tratf
states of their own network, the server receives new information from the Ld®ker
Further suppose that the difference between the flow frorseihverand input rate ot P
1 onLink A exceeds a given threshadl some waitlock time (either presemtr future
estimat¢. The server willdetect a rollback andleliver a rollback messagevhich
contairs rollback logical process ID information, rollback link number, rollback
simulation time, new average link speed, new average flow rate, as descrileetian s

3.3.1. Oncd.P lreceives thisollback messagé P 1 will update its simulation with this
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new flow rate by undertakng a rollback and publishes nawaffic estimate on the links
inside its networko the server These updateesstimats fromLP 1 will be transmitted to
the server and the Spacene Memory in the server will be updated accordingly.

To provide additional detail the following is a specific potential example of the
preceding general discussion. Assume at -alaltk time 7:00AM, LP 1 starts its
simulation based on 300@eh/hr/In input flow rate orLink A. At wallclock time
7:10AM, its predictionhorizon extends t@:00AM simulation time. However, new
information arrivesto the Spac@ime Memory in the serveat wallclock 7:10AM
forecasting that a 60@eh/hr/In input rate otink A is expected at 7:25AM simulation
time (15 minute future from the current wattlock time 7:10AM) The server compares
this new600 veh/hr/In input ratevith the initial 300 veh/hr/Ininput rate whichLP 1 has
reported to the server amhs saved in the Spadeéme Memory. $hce the 30Qveh/hr/In
difference exceedhe assumed currettiresholdand this news00 veh/hr/In input rates
regarded as a valid datidne serverissues a rollbacko LP 1 and sendthe new traffic
information Immediately after receiving thellback messagel P 1restores its 7:25AM
simulation state andontinues torenew itsestimats of 7:25AM simulation timeand
thereafterwith the updated input datat the current waklock tme 7:10AM. Two
minutes (walclock time) later, awall-clock time 7:12AM,LP 16 s pr edi ct i on
reacles 7:35AM simulation time andts updatecestimats are sent to the servefter
updating its Spae&ime Memory with tle new estimats, the serverchecks if there are
any threshold violations. At the current walbck time 7:12AM, the servaealizes that
increased traffic volume is expected to rehatk B at 7:35AM simulation time and the

flow rate difference between thestimate of LP 1 and irput rate ofLP 2 surpasses the
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threshold, causing a rollback a® 2 With the same method, the server sends a rollback
message taP 2regarding new traffic information at 7:35AM simulation time (@Bute
future from the current wattlock time 7:12AM). After updating its input data of
7:35AM simulation time atthe 7:12AM wall-clock time, LP 2 will continue its
simulation and sendewestimats of 7:35AM simulation timeand thereafter The server

will update its Spac&ime Memory and check the rollbackolations every time it

receivesestimats from anyLP.

T O

LP 2
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I
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Figure 9 Two Logical ProcessExample

In this case, at 7:10AM watllock time LP 1 is able to update its 7:25AM
simulation before the actual volume incredsa c t ureathkesyit§ modeling area at

7:25AM walkclock time. Similarly, LP 2 renews its simulation based on new
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information when it receiveghe updatedtraffic stateof 7:35AM simulation timeat
7:12AM wallclock time (23minutesbefore thenew traffic conditioniact ual | y o
in the area whereP 2modelg. This chain of rollbacks betweé®s allows otherLPsto
obtain information about future traffic state changes beforeféetyallyd occur. From a
system perspectiveéPs in the entirenetwork share themost reliable and ufo-date
information, even though they are spatially separated from each other. eStiiats

are constantly updatetirough rollbacks to reflect any traffic changes which wareant
threshold violation.Details of updating trafficnformation are described in the following

sections.

A) Traffic update selection

As described in Section 3.4, there are tlifterent types of traffic update when there is a
rollback Firstcase is wheghanges inraffic conditionsoutside the boundaries the LP
simulation result ira significant increase or decrease in the entering flow rate. In this
case, upstream traffic information needs to be transmitted to downdtRsto update
their traffic input rates. Secondly,there is a case whetgaffic constraints outside the
boundaries of th&P simulation result in a spillback of congestion into the region being
modeled To address this situatiomutbound linkspeed is controlled to meter the
outflow rate from theLP simulation model Thus, upstraa internal link behavior will
reflect the spillback due tthe bottleneck outside the modeled area. The next two

sections preseihetwo differenttraffic update processeeded to implement these cases
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B) Traffic updatei upstream to downstream

Supposehe traffic condition of the network irfrigure 9 is uncongested Assume that
while the two logical processed P 1andLP 2 aresimulatingthe future traffic states of
their localnetwork, LP 1 receives newtraffic information from the server regarding a
sudden influx of eastbound traffic &unk A. LP 1 corrects its simulation with the new
information resulting in higher outflow rate d&unk B. For example, the new flow rate
onLink B fromtheLP 1simulationis 600veh/hr/In andhe input flow rate on the link of
LP 2 is 300 veh/hr/In with 100 veh/hr/In as the rollback threshold Thus, thereis a
threshold violatioronLink B. In this caseyupstreaniPestimats areconsidered/alid,
sincethey may have gaureda sudden change of upstream flow rafeéhenever there is
a threshold violationthe serverinstructsLP 2 to correct its simulation with the data
given byLP 1 After receiving new data from the server regardimgtraffic state at
simulation tine T, LP 2recalls thepasttraffic state resets theraffic flow on theLink B

by updating the inputehicle headway (600eh/hr/In, one vehicle at every 6 seconds),

and sends theaffic estimats from simulation timerT to the server accordingly.

C)Traffic updaté downstream to upstream

Assumea traffic incidentoccurson Link D resulting in arrivals td_.ink C exceeding
possible departures. This results in congestion (i.e. queued vehicles unable to be served)
spreading outward frorhink D. LP 2 would receive new traffic information frorthe

serverindicatingthe congestioii i.e., significantly reduced traffic volume with very low
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speedbelowSpeedThresholoh Table3). LP 2corrects its simulation to bettegpresent
the new traffic conditions. For examplssumehe incidentoccurredat 8:00AM walt
clock time. LP 2 would updateits simulationshortly after 8:00 AMwall-clock time
depending on detection technology available. This updaEed simulation wuld
predict that flow rate omink C at 8:20AM simulation time would be reduced to 100
veh/hr/In from 300veh/hr/In due to the congestion. Without any informatiegarding
the downstream incident,P 1 predictsthe outflow flow rate onLink C to be 300
veh/hr/In in its model. Since tHe®w rate difference exceeds the given threshbld 1
needs to match its outflow rate to the downstreastmats (100veh/hr/In level for its
8:20AM simulation time traffiestimats).

Updating theLP 1 simulation to eflect this congestion is a nanvial problem.
In uncongesteaonditions,the upstream flow rate can be easily reproduced by changing
vehicle headwayn the engring link upon whichvehicles are releasedtandownstream
LPs However, changing headwag hot an option in congested conditiors, the
constraint occurs oran exit link. Unfortunately the currently simulation model
(VISSIM®) does not have a way to directly reduce potential flows (i.e. reduce capacity)
on an unrestricted linkIn this study the outflow rate is controlled by changitige speed
of vehicles on the exiting link. Ithe server recognizea difference in flow rate (300
veh/hr/In forLP 1and 100veh/hr/In forLP 2onLink C) is over the threshold rollback
message will be semd LP 1to lower the outflow rate to 10@eh/hr/In. LP 1 applies a
sufficiently low speed on vehicles drnk C to produce the same flow rate with® 2
This leaveghe question concerning what spesdequired to create the appropriate flow

constrainton the exit link ofLP 1 For this study,the necessargpeead for various
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desired flow ratedave beenestimated based oan empirical analysisof VISSIM®
modelperformance A graphical analysis regarding speed selection will be presented in

Chapter 4.

D)Traffic updateéi Summary

The purpose of having two different traffic updating methods alltov for maintaining
the sameflow rate between upstreabiPs and downstrearhPs andthe transmssion of
accurate traffic conditions to othePsbeyondthe network boundaries afhe LPs These
updates keep the flow rate differencetween LPs within prescribed threshold.
Eventually allLPs will be able to capture dynamically changing traffic conditions and

provide reliable systetwide traffic estimate by aggegatingestimate generated byPs

3.6 Summary

This chapter described the proposedine ad hoc distributed simulationThe physical
operating platform for the model including operating system, communicational
middleware, and traffic simulation modevere demonstrated. Also, two major
components of the initial algorithmic approach; global process and logical process, were
proposed along with data communication mechanism. Finally, main functions of the
global processind logical process were illusteat The proposed methodolggs aimed

to provideasynchronougxecution ofLPs integrate distributed traffic simulations with

communication middleware and coordin#te estimate generated by multiple processes
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with anaggregatiortechnique Also, therollback process allows fanaintainingsimilar
traffic conditionsbetweenLPs and transmiting accurate traffic conditions tother LPs
beyond the network boundaries othe LPs With proper feedback the proposed
simulationwill be able to capture dynanaity changing traffic conditions and provide

more upto-date and more robusstimats.
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CHAPTER 4 GRAPHYCAL ANAL YSIS

This chapterinvestigateshe analytical backgroundfahe proposedad hoc distributed
simulation modelnd its extensionvith a real time field data driven simulation client
which represents real time field sensor ddtaa field implementation this client would
be replaced with the streaming detector déwaSection 4.%herollback process between
two LPsis described in two diffent diagrams; flow rate diagram and cumulative arrival
diagram. The examination is extended in Section 4.2 addiegl timefield data driven
simulation client into the graphical analysis. In this section, two measuresthier
syst emds pareegdaphicallya frasénied. yAlsoraghical analysidor speed

selection of outflow control ipresented as well @mempirical solution

4.1 Graphical Presentation of Rollback Process

Suppose thatP 1andLP 2 are runninghe ad hocsimulation Figure9) with a rollback

threshold (z = 200 veh/hr/ln. LP 1hasestimatedhe average flow raten Link B until

7:20AM simulation timewould be120 veh/hr/Inanda sudden flow increasgould ocaur
at 7:20AM simulation timego 600 veh/hr/InFigure 10). Further supposeP 2 utilizes
120 veh/hr/lnas aninitial input flow rate orLink B until it receives updated information
regarding the flow change Even thoughLP 1 serds a higher flow rateof 7:21AM
simulation time traffic state to the sernamn Link B, the 4 minute flow rate average240
veh/hr/ln does not warrant a rollbadknmediatelyin the server since the difference
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between 240 veh/hr/In (the minute flow rate average by P 1) and 120 veh/hr/In (the
current input rate ofLP 2) is smaller than the given threshold: : 200 veh/hr/Ii.
However,LP 16 s si mul ati on advances oORAdsemsae si I
much higher average flow ra®60 veh/hr/In at7:22AM simulation time. Te server
compareghe difference betweeB60 veh/hr/In and.20 veh/hr/In(the current input rate
of LP 2) and sends a rollback messagd B 2, since the difference is greater than the
given threshold. Similarly, the differenceof 7:23AM simulation time traffic states
(difference betweedA80 veh/hr/In byLP 1and 360 veh/hr/In, the new input rate it 2)

is not large enough to force a rollbac®One more simulation mine later,LP 2 needs to
alter its input bbw rateagainwhenthe 4 minute flow rate average at 7:24ANimulation
time traffic statas greater tha®60 veh/hr/In (the new input rate faP 2) by more than

the given threshol@. : 200 veh/hr/Ii.

As shown inFigure 10, arollbackis processed whenever the difference between
estimats is greater than the given threshold. This implies the systéepé&ndent on the
size of threshold. For example, if the size of threshold becomes smaller, then the syste
would have more rollbackswhich implies morecomputational overheadalthough
generallyhigher agreements betweé® estimats across the network. On the other
hand,a larger threshold is expected ieducethe computational overheaadthough may
resut in higherdiscrepanciebetweernthe LPs The sensitivity of rollback thresholdiill

be examined laten Chapter 6
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Figure 10 Flow Rate Diagram for Ad Hoc Distributed Simulation

Figure 11 demongtates cumulative number of vehicles servedLotk B. A(t)
representghe cumulativearrivals on Link B in LP 1 and D(t) corresponds td.ink B
cumulativedeparturaen LP 2 (i.e.,cumulative number of entering vehiclesLP 2).

As seenin Figure 10 and Figure 11, (1) LP 1 sends its trafficestimats to the
server andhe arrival flowrate from upstrearhP 1is constant aga(t) from simulation
time 7:00AM to 7:20AM (2) downstreamLP 2 continuesits simulation withthe
departurelow rate equal tal(t), (3) the estimatedarrival flow ratefrom upstreaniP 1
begins to increasafter 7:20AMsimulation time and the information is sent to the server
and saved in the Spadéme Memory (4) when the arrival rate of 7:22AM simulation
time is sent tahe server, thedifference betweem(t) and d(t) is greater than the given

threshold, which promptthe firstrollback by the server(5) the server invalidatetsaffic
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states of simulation time 722M and after (grey dotted line) provided by 2 in its
SpaceTime Memory, (6) the server also sends the new arrival rate information
and (7) atler receiving the rollback message with the updated flow k&€& rolls back to
simulation state o7:22AM simulation time and renews its simulatio8imilarly, LP 2
processs another rollback at 7:24AM.

A drawback of thecurrent threshold method may also be seen in this analysis. A
rollback occurs where the slope difference of two curves, i.e. tlezatice betweea(t)
andd(t), is greater than the given threshold, since the rollback comparison is based on the
point flow rate difference (i.e., absolute flow difference at a time instance, not cumulative
difference) in the proposed model. For examdleO veh/hr/In arrival rate and 150
veh/hr/In departure rate with 100 veh/hr/In threshold does not warrant a rollback in the
proposed model, even though 50% more vehicles (50 vehicles) would be generated over
an hour. While difference in cumulative vekiccounts would be a good potential
measure to detect changes in traffic conditions, it would require additional system
measurements, such as counting the number of vehicles entering and exiting the network.
Furthermore, the proposed system is associattldl numerous rollbacks across the
network during the simulation time period. Therefore, the impact of system overhead

would need to be considered in collecting cumulative vehicle counts.
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Figure 11 Cumulative Number of Vehicle Diagram for Ad Hoc Distributed

Simulation

4.2 Graphical Analysis of Ad Hoc Distributed Simulation with Real

Time Field Data Driven Simulation Client

In section 4.1therollback process in the ad hoc distributed simulation was graphically
presented andt was seenthat the thresholdsize may havea significant impact on
computational overheads amdtimateaccuracy. In this sections aliscussed isection

3.4, areal timefield data drivensimulationclient (LP) is included, allowing for ah.P
which represents realime sensor data from thield. In a field implementation this

client would be replaced with the streaming detector. dat&paceTime Memoryat the
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server availableestimate would be differentat varying walclock times. Two potentid
measure obystem performancare 1) length of prediction horizon, that is, how far in
advance of the current wadlock time the system providestimats and 2) how accurate
the estimats are at specific prediction horizon, i.e. how accurate is ethenate
(compared with the actual traffic conditiong)igure 12 illustratesavailable estimats
overvarying waltclock times. Suppose the simulation starts at 7:00sll-clock time
as inFigure 10 and Figure 11 and the simulation proceeds at the speed aofirdute
simulation time / Iminute wall-clock time (speedip factor 3). Since there is no rollback
between 7:00AMwall-clock timeand 7:2AM wall-clock time it is seen thaestimats
until 8:00AM simulation timeare availablet 7:20AMwall-clock time Suppose the first
rollback occurs at 7:22ANvall-clock timebased on data from theal timefield sensor
data Then, the server invalidates all the availaddémats from LP 2at 7:22AM walt
clock timeand LP 2 stars to send updatedstimats after the rollback. Similarly the
second threshold violation at 7:24AM walbck time initiates the second rollback.
Without any additional rollbacks, the system produsgtmats over an increasing long
time horizonas the wallclock timeprogresseslt is shown that availablestimats from

a singleLP at varying wallclock times can be determined as a function of the simulation

speed and the time duration after the most recdibck.
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Figure 12 Predicted Simulation Time Period with Wall-clock Time in Ad Hoc

Distributed Simulation

However, the preceding is only concerned with the length of the prediction

horizonat varying walclock time The seond measure is focused tve accuracy of

the availableestimats. Figure 13 presents simplified available flow ragstimate over

the simulation time period. From 7:00AM walbck time to 7:22AM walclock time,

the system gedicts Flow A as a futureestimatedlow rate and itestimats are available

up until 8:00AM simulation time at 7:2AM wall-clock time. However, traffic

conditionsare measuretb changen the field at7:20AM wallclock timeand the first

rollback occus at 7:22AM walclock time. Looking over theestimats at 7:22AM walt

clock timeregardingthe predictedraffic statesof 7:20AM simulation timeand after (the
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estimats made between 7:07AM wadlock time and 7:20AM waltlock time), they are
significantly different fromthe traffic conditions whichoccur Right after the first
rollback, limited future traffic estimate (as discussed aboveje available a&low D.
However, accuracy is improved after the rollhaskce theestimats (Flow D) are moe
accurate tharthe previousestimate based on flow rates that did not account for the
updatedreal timedetectiongFlow A). Similarly, Flow B is predicted after the second
rollback at 7:24AM wallclock time and itsestimate are available until7:42AM
simulation timeat 7:30AM waltclock time.

Thus, by way of example, imagine that an incident occurs aARi20all-clock
time. Detectors would not begin to recognize flow changes due to the incident until the
incident occurs. Therefore, the ad hoc systeould not reflect the incident until
receiving these new detections. ABtimatesmade prior to the incident that stretched
beyond the incident time would be invalid, and nestimats would be required that

account for the incident.
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Figure 13 Flow Rate Estimates in Ad Hoc Distributed Simulation

4.3 Speed Selection

As discussed in Section 3.4.4, downstream traffic information is transmitted to upstream
LPsin congestedraffic conditions. To accomplish this transmissidre butflow rate on

the exiting link of the upstreaiPs is controlled by changing speed of vehicles on the
link. This is required as the simulation mod€l$SIM®) has nodirect means to throttle

the flow rate on an unconstrained link question conceiing selection of thespeed to

apply in order taneterthe same number of vehicles with downstrdd®sis addressed in

this section.
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